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Summary

The Scripps Institution of Oceanography's Orbit and Permanent Array Center (SOPAC) at the Cecil H. and Ida M. Green Institute of Geophysics and Planetary Physics (IGPP) has served as a Global Data Center and Global Analysis Center for the IGS since its inception in 1994.  SOPAC is responsible for the collection, archival, analysis and publication of high-precision continuous GPS data to support the global GPS community.  SOPAC's two primary functions, archival and analysis of GPS-related data and data products, serve the interests of the IGS in addition to a number of other complementary SOPAC activities, including: the Southern California Integrated GPS Network (SCIGN), the National Geodetic Survey, the California Spatial Reference Center (http://csrc.ucsd.edu), NOAA's Forecast Systems Laboratory (FSL), and UNAVCO, Inc.

Some of the most noteworthy SOPAC activities in 2002, of interest to the IGS, included:

· Increase in the number of continuous GPS stations archived on a daily basis to over 1100.

· Increase in the number, scope, and function of interactive user applications, with a strong emphasis on analytical utilities such as GPS timeseries modeling and “any epoch” station positions using precise models.

· Development of GPS Seamless Archive (GSAC) for UNAVCO.

· Increase in physical archive storage to over 4 TB, spread across a dozen hosts and several different types of filesystems.

· Addition of primary/secondary dual online copies of most historical data on SOPAC archive (logical mirrors).

· Addition of several new hosts for GPS data archival and analysis.

· Centralized management of parallel archiving routines by SOPAC's Archive Data Manager (ADM) as well as numerous efficiency and participatory ADM improvements including RINEX file quality-checking, GSAC support and fault tolerance

Archive Content and Access

The SOPAC public GPS archive currently contains nearly 5 TB of on-line data, of which over 3 TB are primary copies.  Included in this collection are real-time, 1 Hz GPS data files (24 hour maximum latency), near real-time GPS data files (from minute-level latency), daily GPS RINEX files, related GPS analysis products, GPS site information logs, software, and an assortment of other data files related to the use of GPS data.

The comprehensive age range of files in this collection stretches from 1990 (and sometimes earlier) to one hour ago, all of which are immediately available to the public through anonymous ftp (ftp://garner.ucsd.edu), as well as http (http://garner.ucsd.edu/).

Though the bulk of SOPAC's data collection and archiving activities involves recent data, occasionally older data and/or products are collected or generated.  In these instances the files are added to the SOPAC archive as soon as possible, and are subject to the same open data policy as all other data files at SOPAC.  This policy includes all data served via ftp or http from the above-mentioned servers, includes no restrictions on data acquisition and is intended to provide public users with the easiest means of collecting data on both a regular and irregular basis. Other than making appropriate acknowledgements
 for data acquired from SOPAC there are no access restrictions on any data from the SOPAC archive.

GPS Observation Data Files

On a daily basis SOPAC is now archiving RINEX data files for over 1100 continuous GPS stations from around the world (see Figure 1), including the global IGS network (part of SOPAC's role as Global Data Center for the IGS).  This number has steadily increased over the past several years, and most likely will continue to increase in the near future.  A significant portion of SOPAC's public archive is dedicated to the storage and provision of data files associated with the Southern California Integrated GPS Network (http://www.scign.org); SOPAC is the primary data archive for the SCIGN network, a network comprised of over 250 continuous GPS stations spread throughout Southern California and Baja California, Mexico.

RINEX data files are divided into three primary directories on ftp://garner.ucsd.edu, /pub/rinex (observation), /pub/nav (navigation) and /pub/met (meteorological).  Raw GPS data files are located under /pub/raw (daily and sub-daily sessions), as well as /pub/highrate/cache/raw (realtime raw data). For a complete list of data and data products available from the SOPAC public archive see http://garner.ucsd.edu/.
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GPS Analysis Products

In addition to RINEX and raw GPS data files, GPS products from all IGS analysis centers, including SOPAC (SIO), are available from SOPAC's public archive.  These include combined, rapid and predicted orbits, Earth Orientation Parameters, tropospheric estimates, and SINEX solutions.  Data required for the GAMIT/GLOBK processing software are also available online.

Weekly products have a latency of 4 days.  SIO's predicted and rapid orbits are available within 18 hours from the end of the previous observation day.  The IGS combined, rapid and predicted orbits are available within 22 hours from the end of the previous day.

Raw site time series generated from SOPAC's daily and weekly GAMIT/GLOBK processing are archived.  Modeled time series from SOPAC's refined model are also available.  Outliers and model site parameters, such as site offsets, are included.  All time series products are available for download as tar files.

Please refer to our analysis center report in this volume for more information.

Archive Usage
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In 2002 the total number of FTP transfers (from the SOPAC public archive) by both public and private users, locally and from around the world (Figure 2) more than doubled from 2001, approaching nearly 16 million in all (~ 7 million in 2001).  Increasing slightly from 2001, the total number of unique hostnames/clients accessing the SOPAC archive via ftp topped 8000 (Figure 3).  Overall, the vast majority of files transferred to these 8000 client machines were RINEX Observation, Navigation and Meteorological files - 14 million in all (Figure 4).

SOPAC's user constituency in 2002 was comprised in large part of U.S. educational institutions (.edu domains) and U.S. government institutions (.gov domains).  The .gov domains accounted for the highest number of transfers (Figure 5), followed closely by machines without identifiable hostnames (e.g. only IP addresses), the Swiss domain (.cz), U.S. education domain (.edu) and the German domain (.de).  As far as total number of gigabytes transferred (Figure 6), U.S. education domains topped the list, followed by .gov, unidentifiable hosts, the French domain (.fr) and machines in Italy (.it). 

As the number of continuous GPS sites archived by SOPAC continues to increase each year, so does the amount of space needed to serve this data and the need for more efficient archiving procedures.  Maintaining its public archive has become one of the most important functions for SOPAC over the years, as the demand for data continues to increase rapidly - in an ever-decreasing timeframe (latency).  As such SOPAC has been dedicated to improving all aspects of its archive for the GPS community.
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Systems Architecture

SOPAC owns and maintains over 50 different hosts spread across three different buildings on the campus of the Scripps Institution of Oceanography.  This collection of systems perform a variety of functions, ranging from basic mail servers, to a Beowolf cluster, user workstations, centralized development library servers, primary public access machines hosting ftp and/or http services, database servers and two dozen GPS data archiving and analysis machines.

SOPAC's public access systems consist of a three Dell PowerEdge servers and a Sun E220R.  The Sun server (garner.ucsd.edu) hosts the primary ftp and http interface for the SOPAC public archive.  The public hosts, http://sopac.ucsd.edu and http://gsac.ucsd.edu, (as of January 2003) were hosted by two different Dell PowerEdge servers.  A third Dell, geopub.ucsd.edu, hosts SOPAC's primary ftp upload service.  Together these four hosts play a critical role in providing public access to SOPAC.

From garner.ucsd.edu (via ftp or http) more than 3 TB of data are immediately available to the public 24 hours a day, 7 days a week.  By late 2003 the amount will approach 4 TB, with another 2 TB of online copies for redundancy/backup purposes; these “secondary” copies are not linked to garner, but are immediately available in the event of host-specific outages.  The data served through garner.ucsd.edu is supported through the use of the Network File Systems (NFS) protocol.  Filesystems are spread across nearly a dozen hosts, and include SCSI-based RAID5, SCSI-based IDE, SCSI-based RAID1, IDE RAID0, Firewire and an AIT tape library.

For a graphical representation of SOPAC's systems architecture see the Appendix. 

Archive Management

Over the years, as SOPAC's participation in various projects, particularly, but not limited to, the IGS, has expanded so has the size and complexity of its computational infrastructure and the processes required to construct it, maintain it, populate it and provide access to it.  In response, SOPAC has taken steps to automate as many of these tasks as possible, while simultaneously improving other areas of major concern to SOPAC, such as information management and GPS-related scientific research.  The most important aspect of this integration and automation has taken the form of a single, robust, Perl-based database application called Archive Data Manager (ADM).

Archive Data Manager (ADM)

Nearly all aspects of managing the SOPAC public archive are fully-automated – driven by a single SOPAC application called Archive Data Manager
, which derives its configuration, job lists, archive structure (local and remote archives) and other functioning needs from a relational database schema in an Oracle 9i database server.  ADM handles nearly all facets of SOPAC's public archive management and incorporates a number of automated features including 1-second latency GSAC publication of RINEX files and mirroring of RINEX content from the CDDIS and IGN global data centers.

ADM continuously probes and collects data files from more than 40 different local, regional, sub-regional and global GPS archives from around the world.  Utmost attention is paid to the efficiency, intelligence and notification capabilities of ADM by SOPAC staff members, especially in relation to the topics of file collection latency, archive availability (up-time), file recollection, IGS data center mirroring, RINEX file quality-checking, GSAC integration, IGS site information log parsing, raw GPS file translation (using teqc) and near real-time RINEX archival.

As the installation of continuous GPS sites around the world continues to increase, and the frequency with which those sites record GPS observations, so does SOPAC's attention to issues related to managing the collection, archival and provision of these datasets in a professional and highly available manner.  In response, SOPAC is preparing for the rapid increase in both the number of data files collected as well as the total amount of physical space required to store (and serve) these datasets.

Collection. Collection of data files by ADM occurs in parallel, across numerous SOPAC hosts.  Individual processes are launched by Unix cron table entries and communicate through a common relational database server.  Since 2001 (when ADM was originally written) a number of improvements have been made with regard to making SOPAC's overall archiving operations more stable, less prone to problems with a particular host, network filesystem, or remote archive  and intelligent enough to recognize patterns related to particular files (e.g., quality), local hosts, or remote servers. These enhancements include load balancing, NFS traffic reduction, mirrored data files in two locations and centralized configuration maintained through database-driven user interfaces.

Storage. Storage components used by ADM are distributed across multiple servers with varying amounts of space, RAM, network bandwidth, up-time expectations, redundancy and file retrieval response times.  Typically ADM stores a copy of each file it collects, in a “staging” pool (usually an inexpensive Firewire drive to be shelved when full, and cleaned to tape at a later time), in the primary archive location, and in a secondary archive location (to have two copies online at all times).  Depending on the type of data file, and its association with a given project, different assignments are made to different physical storage components.  Typically, older, infrequently accessed data, are stored in two separate locations (both online) on inexpensive Firewire drives.  More recently, frequently accessed data files are temporarily housed on more expensive RAID disk arrays covered by on-site maintenance contracts.  Yet another important storage component utilized by SOPAC, but managed by IGPP (our host department), is an 18TB AIT tape library; this system is used to store large, infrequently accessed data files such as high-rate sampling GPS raw data from realtime networks.

Administration. As far as actual staff resources are concerned, administration/oversight of ADM occurs primarily through two different means: a) via 'indicator' emails sent to SOPAC staff by ADM, and b) configuration management by SOPAC staff through web-based applications and direct database queries.

The indicator emails highlight actual, as well as potential, problems encountered or anticipated by ADM and allow multiple staff members to remain informed of the general health of the archive.  Important topics addressed by ADM in this manner include: filesystem problems (out of space, hung mount points, etc), server-related problems (archive hosts, upload ftp server, etc), file-related problems (quality-checking, small file size, availability issues, etc) and 'discoveries' (previously unknown GPS site possibly found at another archive).

Email notification by ADM works well in a reactive setting, for irregular events and otherwise unanticipated occurrences.  However, the configuration of ADM (e.g., what to do, when, how) is managed primarily through SOPAC's Site Information Manager (SIM) and direct SQL interfaces with SOPAC's production database.

Overall, SOPAC's archive management functions remain a top priority and will continue to be a top priority into the foreseeable future.  Nearly every week an improvement or addition of some kind is made to the ADM system.

Information Management

SOPAC has been dedicated to providing the GPS community with useful and timely information describing GPS data, or various components related to the use of GPS data for scientific research, education, government and commercial applications since the early 1990s.  At the center of nearly all of SOPAC's information management activities is an Oracle 9i relational database.  This database is used to model information critical to the functioning of SOPAC and to the assortment of GPS-related activities it performs.  Interfaces to the database are many, and vary with the context and regularity with which particular information set is affected.  However, one application in particular has received the most development resources over the past several years – SOPAC's Site Information Manager.

Site Information Manager (SIM)

For information associated with GPS sites (or geodetic monuments) SOPAC's primary management tool is the Site Information Manager
 (Figure 7), a web-based application that allows users to insert, update or delete information associated with one or more GPS [image: image3.png]SOPAC BLTE INFORMATION MANAGER

site [pin2000C [Go To | [~-Site Functions-- ] [-Site Metadata--

Site Metadata Tgpe : Receiver

ite : AP s BB
SIM User : ®

Efective Date [07/13/1999:18:07:00

Receiver Type [ASHTECH SUPER-CA |-
(scrollto current model) | ASHTECH UZ-12
ASHTECH Z-XII3 v

Satelite System [GPS
Serial Number [(P02912
Firmware Version [CC00
Elevation Cutoff Setting (deg) [1C
Temperature Stabilization (deg C)

Additional Information [Receiver swap for GPS week
lrollover compliance.

* Native Baud Rate (kbis) [na <]
* Sampling Interval (5) 30

* Interpolation]

(+)
* Ring Bufer Size

* Ring Bufer Frequency
* Update Reason

Print Query Contact User  Login  Help

T



sites they have been granted access rights to by a SOPAC staff member.  The interface itself uses the same (or very similar) terminology, value domains (such as equipment model codes) and layout as an IGS Site Information Log.  SIM users, among other things, can find or specify the site they wish to view/edit and then make changes (assuming they have the necessary access rights) to any information in the SOPAC database associated with the selected site, and supported in the SIM.  This information then propagates directly into a variety of functions at SOPAC, many of which serve the interests of the IGS, including:

· Complete IGS site log generation from the SOPAC database on request (by a SIM user).

· Automated generation and submission of SCIGN site logs (for certain sites) to the IGS.

· Parsing/validation of IGS site logs during ADM archival processes.

· Translation of SCIGN raw GPS data files using UNAVCO’s teqc utility.

· Creation of publicly-available SINEX products and GAMIT station.info configuration files for GPS analysis.

Over the past 4 years the SIM has undergone numerous updates, to conform to changes in the IGS site log format and to serve a more extensive pool of application contexts at SOPAC.  This important interface has served as an invaluable asset in numerous capacities at SOPAC and continues to evolve as needed. 

Automated Information Collection

Much of what ADM (described previously) does, with regard to the IGS, is to automate important tasks such as the parsing of IGS site logs.  Whenever a new (or modified) site log appears at one or more ftp archives visited by ADM it is collected and parsed with respect to information present in SOPAC's production database – much of which is managed/overseen by SIM users.  Any differences in content are automatically rectified with respect to the database, or shipped to a SOPAC staff member via email for confirmation.  This information is then immediately available to most SOPAC applications, including GAMIT’s station.info generation, ALL site information-based applications on SOPAC's websites and SOPAC's regular operational GPS analysis.

The relationship between data file collection (and subsequent provision) and ancillary metadata has received a large amount of SOPAC's development time over the years, as more and more inter-operative and collaborative functions have evolved at SOPAC.  Furthermore, the benefits reaped by such development have aided SOPAC significantly in developing a more efficient and effective GPS analysis environment, for local (in-house) and public users alike.

Future Plans

In 2003 SOPAC plans to construct a Geographic Information Systems (GIS) lab to support its  research and public interface activities.  This lab will contain several Dell workstations (running a Windows operating system) and a central data server.  All hosts will have a suite of ESRI and Leica Geosystems software installed locally, in conjunction with application development packages (Microsoft Visual Studio) and graphical development environments (Macromedia MX and Adobe).  These resources will be used by SOPAC staff members and students to enhance and extend the set of online applications provided to the GPS community through SOPAC's primary websites.

Plans for 2003 and 2004 also include the development of Extensible Markup Language (XML) schemas and supporting applications for numerous GPS-related activities including the automated creation and distribution of IGS Site Information Logs, passive GPS campaign field logs and possible enhancements to GSAC information exchange mechanisms.

Contact Information

For more information about SOPAC, or any of its IGS-related functions please contact:


Brent Gilmore
Phone: (858) 534-8487




E-mail: bgilmore@gpsmail.ucsd.edu

Michael Scharber
Phone: (858) 534-1750




E-mail: mscharber@gpsmail.ucsd.edu

or visit SOPAC's main public website at:  http://sopac.ucsd.edu.
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Appendix.  Systems Architecture of SOPAC’s Data Center
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Figure 2. Number of files transferred from SOPAC via �HYPERLINK "ftp://garner.ucsd.edu/"��ftp://garner.ucsd.edu� between 1996 and 2002.





Figure 1. In 2002 the number of continuous GPS sites for which SOPAC archived data increased to nearly 1200.





Figure 3. Number of unique clients using ftp to transfer data from SOPAC in the years 1996 through 2002.  In the absence of user registration, unique hostnames are used as an indicator of the number of individuals acquiring data from SOPAC.





Figure 4. In 2002, as in previous years, RINEX files comprise the vast majority of  files transferred by users from SOPAC's public archive.





Figure 5. In 2002 .gov machines (acknowledging through DNS lookup) comprised the


domain with the largest number of ftp transfers from SOPAC.





Figure 6. .U.S. educational domains (.edu) comprised, cumulatively, the most significant amount of gigabytes transferred from SOPAC via ftp.





Figure 7. SOPAC's Site Information Manager (SIM) is a web-based database application that allows users to insert, update or delete information content associated with one or more GPS sites 








�Wherever applicable SOPAC strongly suggests acknowledging the source of data or products acquired from SOPAC.  In particular data associated with the Southern California Integrated GPS Network (SCIGN), with UNAVCO, or the IGS, shall require acknowledgement of the variety listed at �HYPERLINK "http://sopac.ucsd.edu/dataArchive/dataPolicies.html"��http://sopac.ucsd.edu/dataArchive/dataPolicies.html�.


�ADM, and its supporting collection of libraries, is a custom, system-level Perl application written and maintained at SOPAC.  Over the past 3 years ADM has evolved significantly, absorbing numerous tasks once associated with one or more manual functions at SOPAC.  The flexible nature of ADM, combined with its close relationship with SOPAC's production database, has allowed SOPAC staff members to direct a greater amount of their time to the analysis of GPS-related information and data files, and the modeling of GPS-related information for wider, community-based initiatives – especially those involving XML.


�The SIM launches and runs in a separate browser window, accessible from http://sopac.ucsd.edu/scripts/SIMpl_launch.cgi.





